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DETERMINANTS OF RESEARCH
PRODUCTIVITY IN HIGHER EDUCATION
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As research expenditures have risen and as sources of research funding have
changed, an increased emphasis on research performance has developed in U.S.
research universities. Although much of the historical debate has centered around
the individual attributes of faculty, several recent studies have begun to focus on the
effect of program or organizational factors as powerful attributes for enhancing such
productivity. This paper extends the findings of these recent studies by examining
the relationship between academic research productivity and institutional factors
from the most recent National Research Council data on the nation’s research uni-
versities and their programs in the four broad fields of the biological sciences, engi-
neering, the physical sciences and mathematics, and the social and behavioral sci-
ences. Several findings are recommended for institutional policymakers.
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What are the determinants of the research performance of doctoral programs

in American research universities? Although this question appears to be rela-

tively easy to answer, surprisingly it has not been fully examined. Fortunately,

the most recent survey of the quality assessment of doctoral programs by the

National Research Council (Goldberger et al., 1995) has provided us with a set

of data that permits such examination. This paper estimates several regression

models to examine the possible predictors and organizational factors influenc-

ing research performance in U.S. doctoral-level institutions.

Participants in American higher education have long been interested in un-

covering those policy and institutional factors that not only associate with but

also facilitate enhanced productivity in both research and instructional activities

in research-level institutions. Although a large number of studies have been

undertaken to rate and rank graduate-level programs, beginning with Hughes

(1925) in his early study of graduate schools and continuing up through similar
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work by Cartter (1966), Roose and Anderson (1970), Jones, Lindzey, and

Coggeshall (1982), and the most recent reviews by Goldberger, Maher, and

Flattau (1995), none of these studies attempted to directly address and examine

the predictors and factors influencing actual performances.

Although reputational studies have received a great deal of attention within

higher education, debate continues as to how reliable they are as a measure of a

program’ s actual productivity. Accordingly, a number of studies have searched

for factors that correlated with program ratings (e.g., Hagstrom, 1971; Drew

and Karpf, 1981; Laband, 1985; Saunier, 1985; Webster, 1986; Fairweather,

1988; Conrad and Blackburn, 1985; Young et al., 1987; Tan, 1990, 1992; Taut-

koushian et al., in press). Even though there are some concerns about the

methods and sample populations employed in these studies, most of the studies

tend to confirm that program ratings are indeed highly correlated with only a

few factors: The two most important appeared to be program size and the re-

search productivity of individual faculty. Even though most of these studies

have identified some correlates with program ratings, it is still largely an un-

answered question as to what an institution can do to help increase its program

quality and its research productivity. As a result, the purpose of this paper is to

examine the research productivity of doctoral-granting universities as measured

through the most recent survey sponsored by the National Research Council,

and to explore those departmental and institutional factors that contribute to

such measures of productivity.

Although productivity  in higher education has an obvious multidimensional

character as it relates to both knowledge  production and knowledge dissemination

through its various forms of research, teaching, and outreach activities, research

productivity  in particular has received a great amount of attention and concern.

Research effort and output form a very distinguishing  part of the definitional

character of American research universities and, as a consequence, the public

rankings of academic programs have become increasingly important. Spurred by

college rankings in the popular press, numerous studies have rated the nation’ s

colleges and universities based on several subjective (e.g., judgments about the

quality of program faculty or the quality of their teaching) and objective measures

(e.g., research performance, student selectivity, and the like). In 1995, for exam-

ple, when the National Research Council released its latest comprehensive study

examining the ratings of doctoral programs of the nation’ s research universities

(Goldberger et al., 1995), several studies investigated the correlates of these

ratings and found, as expected, that the research productivity of the academic

programs was highly related to their favorable reputation (e.g., Ehrenberg and

Hurst, 1996; Tautkoushian et al., in press). None of these recent studies attempted

to directly infer causation, only association. It was noted that reputation for

scholarly excellence can, in turn, result in an increased capacity for attracting

research and high-ability graduate students to the program (Grunig, 1997).
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On the other hand, some institutional administrators have complained that

their small program size undoubtedly contributed to their low reputation, but

that such measures did not accurately account for either their distinguishing

high quality or the strength of their average faculty productivity. They argued

that such reputational rankings were heavily influenced simply by the size of

large programs independent of the quality of average faculty productivity. This

view of the linkages between productivity, organizational size, and reputation is

not well understood. In other words, the policy question becomes whether an

increase in the number of faculty members will, by itself, result in an improve-

ment in program productivity. If so, how and to what extent?

The present study adds to our knowledge about research productivity  in

higher education in several important ways that include both new data and new

models with better model specification and better measurement of factors. First,

the study uses the most recent 1995 NRC data and updates previous studies

with an expanded and respecified model. It extends this previous work by intro-

ducing new measures of influencing factors. Second, it examines the data by

field clusters (i.e., social sciences, engineering, biological sciences, physical

sciences), rather than by departmental forms (i.e., economics, electrical engi-

neering, chemistry) or institutional -level data. Such an aggregated data set of

field-related clusters provides us with a stronger sample and greater confidence

of predictability with our regression models.

THE LITERATURE ON RESEARCH PRODUCTIVITY

Productivity  studies in higher education have been increasing in importance

since the early 1970s. Numerous and differing types of studies have examined

factors affecting the productivity of universities and their individual academic

programs or their faculty (see, for example, Graves et al., 1982; Clark and

Lewis, 1985; Creswell, 1985; Golden et al., 1986; John, 1994; Johnes, 1988b;

Long, 1978; Levin and Stephan, 1989; Meador et al., 1992; Olson, 1994). De-

spite the proliferation of such studies, very few have addressed the particular

problem that is related to the multiproduct nature of most universitiesÐ that is,

the production and combination of teaching, research, and service/outreach ac-

tivities. Only a few studies, for example, have addressed economies of scale

and scope in the context of the multidimensional outcomes of universities

(Cohn et al., 1989; Lewis and Dundar, 1995). As a consequence, most produc-

tivity studies in higher education have tended to focus on instruction and

largely on undergraduate instruction. Nevertheless, several studies have at-

tempted to examine those institutional factors that contribute to research pro-

ductivity. Many have perceived that measuring research performance is a rela-

tively easy task because of readily available measures such as published books,

journal articles, or citation counts across universities. Despite the availability of
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such outcome measures, studies examining research productivity still have re-

mained quite limited. This largely has been due to the measurement problems

of both research inputs and outputs.

The unit of analysis for research productivity  can be at individual, depart-

mental or collegiate, and institutional levels. Yet most of the early productivity

studies of faculty research performance focused on individual faculty rather

than at the departmental or institutional levels.

Individual Attributes

Individual faculty productivity studies have examined a wide range of factors

affecting faculty research productivity. Early work with these factors included

the effects of age, gender, socioeconomic status, and educational background

(Bell and Seater, 1980; Braxton and Bayer, 1986; Clark and Lewis, 1985;

Creswell, 1986; Levin and Stephan, 1989; Lewis and Becker, 1979; Tien and

Blackburn, 1996), along with several cultural and organizational dimensions

(Conrad and Blackburn, 1986). A particular tracking relationship,  for example,

has been between age, experience, and productivity. Although there appears to

be a strong age- and experience-productivity relationship in economic theory

(i.e., as age and experience increase, productivity also increases up to a point

and then appears to level off), this relationship has been found to be more

mixed in higher education and varies by field (Clark and Lewis, 1985; Levin

and Stephen, 1989). Nevertheless, it has also been noted that generally full and

more senior professors (particularly at research universities)  tend to have accu-

mulative advantages over most assistant and associate professors that result in

higher levels of productivity (Cole and Cole, 1972; Clark and Lewis, 1985;

Long, 1978).

These factors generally have been introduced in several different ways. Most

have included individual characteristics, for example, innate attributes such as

ability, stamina, personality, gender, age, and years of experience (Creswell,

1986). Other individual attributes have been related to environmental location,

including quality of graduate training, prestige of employing department or in-

stitution, communication networks, and freedom in the workplace (see, for ex-

ample, Cole and Cole, 1972).

The culture of a department or institution also has been found to be an im-

portant factor determining research performance of individual faculty. Culture

relates to shared attitudes and values in an academic unit. A research-oriented

culture exists when all faculty and administrators are socialized to be strong

researchers during their graduate training, value research, and maintain contin-

uous internal and external communication with other researchers, and hire new

faculty with strong research credentials (Creswell, 1986).
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Departmental and Institutional Attributes

More useful for public and institutional  policy purposes have been studies

that focus largely on departmental and institutional attributes that might relate

to enhanced research productivity. One critical dimension of departmental re-

search productivity is its relationship to organizational and faculty size. A

growing number of studies (e.g., Bell and Seater, 1980; Rushton and Meltzer,

1981; Baird, 1986, 1991; Crewe, 1988; Jordan et al., 1988, 1989; Golden et al.,

1986, 1992a, 1992b, Johnson et al., 1995) have directly examined faculty size,

most recently the study conducted by Kyvik (1995).

Kyvik identified several arguments in favor of larger departmental size for

research productivity. First, larger departments can better facilitate collaborative

research groups. In larger departments there are more likely to be several fac-

ulty with similar research interests, which may increase cooperation and collab-

oration for joint research products. Quite simply, research performance is likely

to increase as a result of greater interaction between department members. This

process has been referred to as ª intellectual synergyº  (Kyvik, 1995). Second,

larger departments are more likely to attract higher-quality researchers. Finally,

larger departments may have greater amounts of resources with more degrees of

freedom in their use. Despite these potential advantages of large department

sizes for research performance, it has also been argued that there are several

disadvantages to large size. As a department’ s size increases, research perfor-

mance can be hampered due to increasing difficulty in communication and

more formal rules and routines that may hinder initiatives and innovativeness.

Moreover, as emerging technologies provide more and more opportunities  for

faculty to collaborate with their colleagues at other universities worldwide, a

large department may not provide the assumed benefit of collaborations for

such research.

In fact, much of the research on faculty size is mixed. Some have argued that

what many have measured or estimated is simply total departmental research

production and not quality or average faculty productivity. In an early study of

the determinants of research productivity, Blackburn and his colleagues (1978)

reported that department size was a relatively poor predictor of research pro-

ductivity as measured by the total number of publications per faculty member.

It was estimated that beyond a departmental size of 11 to 15 faculty members,

productivity remained relatively stable in their study.

Kyvik (1995) examined the relationship between size of departments and

research productivity in Norway’ s four universities in five fields of study (i.e.,

in the humanities, social sciences, natural sciences, medical sciences, and tech-

nology). Research productivity was measured as the number of publications

between 1989 and 1991. The publications were journal articles, articles in re-
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search books, textbooks and conference proceedings, research books published

by book companies, and reports published in report series. A single index of

research productivity  was created using a weighting system. Using Pearson’ s

correlation analysis, Kyvik reported no significant relationships between size

and research productivity  except in the natural sciences. Martin and Skea

(1992) also found no relationship between size and productivity in a study of

British university departments expressly in the natural sciences field. However,

they did find a significant relationship with subfield groups within a department

when the faculty were able to share some of the same research equipment or

interact closely with each other.

Jordan and his colleagues (1988, 1989), on the other hand, examined the

relationship between academic departmental size and publications in the United

States and found a positive relationship. Departmental productivity  was as-

sumed to be measured by average faculty publication within a given depart-

ment. They found that departmental research productivity was closely related to

program size as measured by the number of program faculty, but that depart-

mental research productivity increases only up to a point in size and then starts

to decline as the number of faculty increases beyond some point of scale.

Golden and Carstensen (1992a) reexamined the same data and reported that the

effect of departmental size was even smaller and actually declines after control-

ling for several other factors. After several iterations between these two groups

in the research literature, the results were still largely inconclusive due to prob-

lems in both the measurement of variables and in specifying the estimation

model.

Crewe (1988) examined research productivity  in the departments of politics

in U.K. universities and found a large variation in departmental average pub-

lication rates. He suggested that these differences resulted from differences in

resources and opportunities  for research. Such possible factors as leave entitle-

ments, travel money, teaching loads, the availability of research funds, and the

research ethos in a department were all examined and offered as plausible ex-

planations.

In short, departmental size often is seen as a critical factor in facilitating

research. Large departments may simply become more powerful within a col-

lege or university and receive more facilitating resources for research activ-

itiesÐ such as equipment, supplies, secretarial support, research assistants,

travel funds, or teaching replacements for those on leaveÐ and these resources

may facilitate greater research performance. The accumulative effects of faculty

size are important. In addition, departmental economies of scale may arise and

lead to even more efficiency through shared use of such resources.

Institutional  control (i.e., private versus public) also has been an area report-

ing mixed results in previous research. Jordan and his colleagues (1988, 1989)

examined the effects of type of organizational influence and control (i.e., public
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or private) on departmental research productivity. They reportedly found strong

evidence that private institutions were associated with greater academic re-

search productivity. However, in a reanalysis of the same data set, Golden and

Carstensen (1992b) reported that the effect of institutional  control declines after

controlling for both research support and the department’ s reputational rating.

They argued that this finding is consistent with the view that departments in

private institutions emphasize research over teaching and service activities,

while departments in public universities give greater emphases to teaching,

public service, and outreach. In their words, ª Private institutions may not be

more efficient in their resource use than are public universities; the latter may

produce more teaching and service outputs per faculty member, provide fewer

support facilities and pay lower salariesº  (p. 160).

Beyond the size of faculties and organizational control, other departmental

variables have been found to be at least correlated with departmental research

performance. These factors have included the annual research spending of the

department, the number of students in the department, and the percentage of

departmental faculty holding research grants (see, for example, Grunig, 1997).

In the context of British experiences with departmental research performance,

Johnes (1988a) noted that the student±staff ratio, the quality of computing facil-

ities, the size of the library, and the availability of secretarial, administrative,

and teaching assistance were all factors that might influence the research per-

formance of a department. He also noted that another possible explanation of

differences in research output might be the quantity of nongovernm ent research

funding acquired by the university. A number of other studies also have focused

on the use of technology to enhance both instructional and research productivity

(e.g., Massy and Wilger, 1995).

Institutions play a significant role in determining both individual and depart-

mental productivity. Despite the importance of institutional  factors on research

performance, very few such studies exist due in part to the lack of appropriate

output data at the institutional level and to measurement problems across insti-

tutions. Yet several attempts have been made to examine institutional research

performance. Several studies indicated that publication patterns of the faculty

may vary from institution to institution because of differences in institutional

norms. Long (1978), for example, found that when natural scientists moved to a

new institution, their production patterns soon reflected the publication norms

of the new institution. Bentley and Blackburn (1990) analyzed changes in insti-

tutional research performance (publication and grant support) between 1979 and

1988 and found that there were substantial changes in institutional performance

over time. They also noted that ª accumulative advantageº  and ª resources and

recognitionº  contribute to research support and in turn lead to greater research

productivity.

In another institutional -level study, Rushton and Meltzer (1981) examined
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the number of publication citations across 169 universities in Canada, the U.S.,

and the U.K. They found that a strong association existed for individual univer-

sities in the number of its academic staff, the number of its research students,

the number of its library books and journals, the level of its university revenue,

and the number of its institutional ly associated publications.  A summary of all

these individual and organizational attributes derived from past research can be

seen in the profiles reported in Table 1.

An important issue to keep in mind as these studies are reviewed is the basic

notion of causality. The above conceptual framework assumes that individual,

departmental, and institutional  characteristics are causally prior to the average

publishing productivity  levels of their faculty. There are, of course, notable

exceptions. We can note, for example, the many cases where distinguished  fac-

ulty have been recruited after their growth at other institutions, which is espe-

cially true in the hiring practices of strong private research universities. There

are also the possible recursive effects relating to the associated and interactive

relationships between faculty size and obtaining resourcesÐ for example, only

with additional resources is a larger faculty cohort possible. Several studies

have found that departmental structures, norms, and resources (i.e., the context

in which faculty work and the facilities and assistants that are available) are

important for enhanced scientific productivity. Long (1978), for example, ad-

vanced the earlier work of Cole and Cole (1972) on accumulative advantage

TABLE 1. Attributes Associated with Research Productivity

Individual Attributes

Innate abilities (i.e., IQ, personality, gender, and age)

Personal environmental influences (i.e., quality and culture of graduate training, and

culture of employing department)

Institutional and Departmental Attributes

Institutional structure and leadership

Size of program and faculty

Control by private sector

Amount of university revenue

Availability of technology and computing facilities

Number of books and journals in library

Departmental culture and working conditions

Workload policies

Availability of leaves, travel, and institutional funds for research

Number of students on research support

Availability of ª starº  faculty

Availability of nongovernment al research funds

Sources:  Past studies on research productivity.



DETERMINANTS OF RESEARCH PRODUCTIVITY IN HIGHER EDUCATION 615

and found strong effects of departmental location on subsequent research pro-

ductivity. More recently, Tautkoushian, Dundar, and Becker (in press) also

found that departmental research productivity was a significant predictor of its

reputation and prestige, and this in turn often leads to more resources.

METHOD

The Data

Data in this study come from the latest 1993 National Research Council

(NRC) study on research-doctorate programs in the United States (Goldberger

et al., 1995). The original NRC study examined more than 3,600 doctoral pro-

grams in 41 fields in the biological sciences, the physical sciences and mathe-

matics, the social and behavioral sciences, engineering, and the arts and human-

ities at 274 universities. The NRC study based its analysis on many objective

and subjective measures that varied by discipline across 17 to 20 measures. The

four reputational measures employed were (1) the rating of graduate faculty

quality, (2) the rating of graduate program effectiveness in training researchers

and scientists, (3) the improvement of the graduate program in the last 5 years,

and (4) familiarity with the work of the program faculty. The objective mea-

sures were related to the achievements of faculty in each program (e.g., pub-

lications and citation counts) and the characteristics of the program’ s graduates.

In our current study addressing research productivity  we attempted to cluster

only on programs that had similar research output goals. Our final NRC sample

included only a total of 30 program areas within four cluster fields identified as

the biological sciences, the physical sciences and mathematics, the social and

behavioral sciences, and the field of engineering from across the select 90 re-

search classified universities in the U.S. (classified as Research I universities

according to the Carnegie classification). These institutions all exhibit a strong

orientation toward research and scholarly writing and focus heavily on graduate

education with large numbers of graduate programs. Moreover, they are typ-

ically considered a homogeneous set of institutions with similar production

technology (Braxton and Bayer, 1986, p. 26). In the final analysis of the current

study, all of the field-related doctoral study programs in the 90 research univer-

sities in the U.S. were included in the study and these totaled 1,841 doctoral

programs. We did not include several fields from the arts and humanities due to

their differing performance indicators.

Beyond updating previous studies and introducing new measures for explana-

tion and possible prediction, our study attempts a new and larger sample design

based on clusters of departmental programs. Most past studies have attempted

to examine research productivity  by examining departmental profiles, typically

in a single program area such as politics or economics. A few other research

productivity studies have also tended to focus on the entire institution. The



616 DUNDAR AND LEWIS

current study is the first comprehensive analysis of research productivity by

field or clusters of related departments across universities. We included the

departmental programs in our four fields by controlling differences among pro-

grams through the use of program-specific dummy variables. Our design tech-

nique permitted us to examine a larger sample of programs. With a larger sam-

ple size, our regression and statistical techniques were much more robust with

higher degrees of reliability.

The Model

Research productivity is conventional ly measured as the ratio of total pub-

lications to number of program faculty. Publication analysis of journal articles

and books is clearly the most common measure of such research performance

(Olson, 1994). The principal dependent variable for research productivity in the

current study was the number of journal articles per average faculty member

attributed to each of the programs between 1988 and 1992. Unfortunately, we

were only able to include journal articles in the study since data were not

available for books. Although an analysis of journal articles presents its own set

of problems (relating to such matters as journal quality, types of publication,

and multiple authorship), it has become the most common measure of research

productivity  largely because of the availability of such data from the Institute

for Scientific Information (Braxton and Bayer, 1986).

Based on our review of the research literature and availability of data, several

explanatory variables were included in our models for examination. We as-

sumed that research productivity as a dependent variable was largely measured

by journal publications and that this output measure was functionally  related to

those individual faculty and organizational attributes discussed and identified in

Table 1. Unfortunately, several important dimensions that others have identified

were missing from our data. We are missing appropriate measures for such

attributes as individual faculty innate abilities and their personal environmental

influences. Moreover, we are missing measures that relate to some important

dimensions of departmental culture and working conditions that include work-

load and discretionary departmental funds, and the availability of nongovern-

mental research funds. In addition, we are missing data on other institutional

attributes that measure the amount of university revenues and the availability of

technology and computing facilities. Nevertheless, we do have measures for an

important number of the relevant departmental and institutional variables that

were uncovered in our review of the literature. In several of our models we

included measures for size by controlling for numbers of faculty and ratios of

graduate students to faculty. We also examined whether the institution was pri-

vate or public, the amount of expenditures for library acquisitions, the age and
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seasoning of the faculty through percentage of faculty who were full professors,

the scope of whether many faculty were publishing or whether only a few

ª starsº  were contributing to the program’ s research productivity, the percentage

of faculty under independent research support, and the degree to which gradu-

ate students were being supported as research assistants in the programs.

Program size was measured by the total number of faculty affiliated with

each of the programs. It was used mainly for estimating average faculty produc-

tivity.

Concentration and percentage of faculty publishing  were measured through

the use of the National Research Council’ s Gini coefficient and a constructed

measure for percentage of faculty publishing in each of the departments. We

employed different regression models for both measures. For percentage of fac-

ulty publishing we included all of the program’ s faculty and used this second

measure as a proxy for the Gini coefficient as to whether faculty publication

distribution might be the source of the program’ s research productivity. It is

expected that the larger the percentage of faculty publishing, the larger the

number of faculty involved in research and scholarship activity. A program’ s

research productivity is therefore expected to be positively related to the per-

centage of its publishing faculty.

Percentage of faculty who are full professors is intended to measure the

degree of faculty maturity and experience within each of the program areas. It

is assumed that more experienced faculty will be both more productive and

publish more (see Levin and Stephan, 1989).

Institutional library expenditures was intended to serve as a proxy for institu-

tional resources. It is expected that a strong and positive relationship between

research productivity and library expenditures exists since library expenditures

are likely to have a positive impact on the quality and quantity of such research

output.

Ratio of graduate students to faculty is intended as a proxy for departmental

workload. The number of graduate students is assumed to influence the time

that faculty have to address their total workload. As the number of students

increases, research time is likely to become scarcer, and it is expected that a

high ratio will result in lower research performance. A higher ratio also sug-

gests that faculty may be less accessible to students, which may result in re-

duced teaching effectiveness.

Percentage of faculty with research support  measures whether faculty mem-

bers are active with research funded from outside the department. It is assumed

that the more active and successful a program’ s faculty is in obtaining exter-

nally sponsored research funding, the higher their research productivity  and

subsequent publication record.

Percentage of graduate students who hold research assistantships  is assumed
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to positively affect a program’ s research performance. This proposition is al-

leged to be particularly true in the science and engineering fields. Such students

often help faculty increase their research performance by directly contributing

to project-related research.

Institutional control on research performance is directly examined through

the use of a dummy variable that indicates whether the institution is a public

university or a private school.

The General Statistical Model

The general model for this study can be expressed as follows:

Pi4a0`a1Fi`a2Fi
2`

7

(
j43

ajXji`ei

where Pi is the number of average research publications of each departmental

cluster at institution i; Fi is the number of departmental faculty clusters at insti-

tution i; Xji is the number of other explanatory variables assumed to influence

departmental research productivity;  ei is a random error term; and aj is the

coefficient to be estimated.

The nature of the individual explanatory variables is derived from our review

of past literature and is identified in Tables 1 and 2. The specific form in which

these influencing factors is measured is taken or constructed from the data sets

available to the study.

We can test whether the relationship between average publication and depart-

mental size is nonlinear by examining the squared faculty size variable. Hold-

ing all other variables constant, if a1 proves to be positive and a2 proves to be

negative, the average departmental publication will first increase as faculty size

increases, but at a diminishing rate.

We also should note that department-specific dummy variables are included

in all the models to control for differences among the departments. The model

specified above was first estimated for all the departments combined and then

run for each of the four fields (i.e., biology, engineering, physical sciences, and

social and behavioral sciences). These five models are identified in Table 3.

Several other models based on this general model were also estimated in the

study and are identified in the following discussions.

It should be noted that we also attempted to examine the data with respect to

each of the 30 individual departmental programs. However, the data appeared

not to fit our models very well and resulted in very low R
2
 and in several of the

cases the model equations were not significant. This can be attributed to the

small sample sizes in most of the departmental program areas. As a conse-
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quence, we used the cluster fields as our model of analysis by controlling for

departmental differences with individual dummy variables.

RESULTS

By employing all of the program areas available in the four cluster fields, our

final sample included 1,834 programs in the NRC data set. Programs included

in the pooled sample were 534 in the biological sciences, 380 in engineering,

481 in the physical sciences and mathematics, and 438 in the social and behav-

ioral sciences. From data supporting Table 2, we note that average program

faculty size varied from 24 in engineering to 36 in the biological sciences. We

also note that there were considerable differences between rates of productivity

between fields as measured by the average publications of each program

wherein they varied from 2.5 in the social and behavioral sciences to 9 in the

biological sciences. Not surprisingly, a typical faculty member in the social

sciences wrote 2.5 articles between 1988 and 1991, whereas a colleague in the

biological sciences wrote about 9 articles during the same period. These differ-

ences may not reflect productivity differences between fields but may simply

indicate differences in styles and types of publications between fields.

Employing our general model for estimating influences and associated fac-

tors with departmental research productivity, we framed five separate regres-

sions. In Table 3 these five estimated regressions are presented. We first esti-

mated results for the entire sample combined and then subsequently estimated

separate models for each of the four cluster fields of research. Each of the

models also includes department-specific dummy variables, but these are not

reported in Table 3 due to their length and limited importance to our questions.

Only 6 (i.e., molecular and general genetics, neurosciences, biomedical engi-

neering, astrophysics and astronomy, physics, and statistics and biostatistics) of

the 30 departments were found not to be significant in the full model estima-

tion. The estimated and adjusted R2
 for the pooled model was a relatively high

.67 and for the four fields the R2
 ranged from .50 for the biological sciences to

.80 for the social and behavioral sciences, all indicating reasonably good fits

between our models and the data set. It is important to note that all of the

coefficients (except for the six departmental dummy variables identified above)

for the full model are statistically significant at very high levels with all asso-

ciations in the expected directions, indicating very high reliability for our esti-

mates. Both the coefficient signs and degrees of significance appear to be con-

sistent across the four cluster fields, only with some material differences in the

social science fields.

With these models conceptually framed from our review of the past litera-

ture, we should now be better able to address some of the persisting policy
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questions in higher education. Our results should be especially helpful with

regard to departmental and institutional policy on how such institutions might

enhance their research productivity.

Is a larger program with more faculty more productive? The pooled

model included all academic programs from all four of our different field clus-

ters: the social and behavioral sciences, the physical sciences and mathematics,

engineering, and the biological sciences. The results indicate that program and

departmental size in numbers of faculty is, indeed, a strong predictor of average

departmental publication. However, the negative sign on our faculty-squared

coefficient across all five of our models indicates that the effect of program size

diminishes as size increases. With such results it is also logical to assume that

beyond some large faculty size, such average productivity  would not only fail

to rise but would actually decline. Useful references to faculty sizes and their

standard deviations across all the field clusters can be gained from data in Table

2.

Does the type of institutional control make a difference? We estimated for

the effect of type of institutional control (i.e., public or private) by including a

dummy variable in each of the models. We found in all our estimated regression

models that if the institution was a public university this type of control associ-

ated negatively with departmental research production. In other words, average

faculty research productivity  in public universities tends to be significantly less

than in private institutions, controlling for faculty size and the several other

variables.

There might be several plausible explanations for why private institutions

appear to have greater research productivity  on the part of their faculty. First,

this may be due to faculty in public institutions producing other products (e.g.,

producing other types of non-journal- related research products or focusing on

teaching or more outreach rather than research). Moreover, as noted by Jordan

and his colleagues (1989), public universities may be politically limited in their

attempts to increase their research productivity because of their public nature

and goals. Second, incentives for private research universities to maximize their

research performances and reputations often are very strong because most pri-

vate schools are heavily dependent on voluntary support and demand for their

products in order to generate revenue. Since high research performance often

results in significant reputational increase and thus additional resources, most

private institutions attempt to recruit the most research-productive faculty. Jor-

dan and his colleagues (1989) described this strategy as a ª survival testº  for

private universities. Most private research universities generally have fewer but

more highly research-productive faculty than those typically found in public

schools. Finally, it is also likely that many private institutions may provide

better organizational structure and performance incentives for faculty to en-
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hance their research productivity. We do know that privates at least provide

higher salaries (Clotfelter et al., 1991).

Does having more full professors make a department more productive in

research performance? The effect of faculty rank on research productivity  was

found to have mixed results in past literature: Several studies found that rank

was a significant predictor of faculty research productivity and several other

studies found that rank had no effect (see Tien and Blackburn, 1996, p. 3).

Although we do not have a variable measuring alternative forms of faculty

rank, we do have a measure that indicates the percentage of departmental fac-

ulty who were full professors. We assume that full professors are tenured, expe-

rienced, and mature senior faculty. If a program has a large percentage of full

professors, we can estimate the likely effect of this rank and seniority of pro-

gram faculty. We found that having a higher percentage of faculty members

who are full professors indeed does help to achieve higher research productivity

in almost all fields. Except in the social and behavioral sciences, all the esti-

mated coefficients are positive and statistically significant.

What is the effect of ª starº  faculty on research productivity? Some past

research has found that the research productivity  of a department can be influ-

enced considerably by the presence or productivity  of ª starº  faculty (Johnes,

1988a). Cole and Cole (1972) have reported, for example, that the most influen-

tial research being produced in many fields is being conducted only by a small

number of all those engaged in research activity. We used a National Research

Council constructed Gini coefficient for publications to test for the possible

effect of ª starº  faculty on departmental average research productivity. The Gini

coefficient here is used to measure the degree of publication concentration on a

single or small number of program faculty during the period 1988 ±1992. As

Goldberger and his colleagues (1995, p. 56) have noted:

The higher the Gini coefficient, the less the dispersion. For example, consider three
programs each having 20 faculty members who together publish 40 articles during a
certain period of time. In program A, each of the 20 faculty members published 2
articles for a Gini coefficient of 5. In program B, 2 faculty members each produced 11
articles . . . and the remaining 18 faculty members each published one article; the Gini
coefficient would be 16.3. In program C, one faculty member published 40 articles
and the remainder published none; the Gini coefficient would be 100.

Such a measure can be used to test for the influence of ª starº  faculty in deter-

mining departmental research productivity. If a small number of faculty mem-

bers are highly productive and the department also appears to be highly produc-

tive, then the recruitment of ª starº  faculty appears to be a rational and useful

policy.

Fortunately, the 1995 NRC data set reported on such constructed Gini coeffi-

cients for each of the departmental programs in the total sample. This measure
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permitted us to test for this ª starº  faculty effect across the leading research

universities in the United States. When this Gini coefficient was substituted for

our measure of percentage of faculty who were publishing we found that it only

was statistically significant and negative in our pooled and physical sciences

and mathematics estimated models. These results indicate that very few univer-

sity departments are relying on only a few ª starsº  to carry their efforts in re-

search productivity.

What is the effect of distribution of faculty activity on research produc-

tivity?  It is assumed that a large percentage of faculty publishing in a depart-

ment is likely to have a statistically significant and positive influence on their

departmental research productivity. Not surprisingly, this factor was found to be

both highly significant and positive in all our models. A department that wants

to increase such productivity  ought to expect contribution  from all of its mem-

bers rather than from only a few ª prolificº  or ª starº  faculty.

What is the effect of faculty with financial research support? We also

examined for the effect of faculty with nondepartm ental financial research sup-

port on departmental research productivity. We assumed that the higher the

percentage of faculty with such financial support, the higher would be their

research performance. Not surprisingly, we found that this factor is closely re-

lated to departmental productivity in all four of the cluster fields.

What is the effect of institutional support on critical resources? Unfor-

tunately, the only measure available for us to examine this question was institu-

tional expenditure for their campus libraries. We found that in all cases, except

engineering and the social sciences, institutional expenditures for libraries were

significantly related to departmental research productivity. Beyond the indirect

support of librarial holdings in support of departmental research, this positive

effect also may suggest that institutions with more resources provide better

resources in many other infrastructure ways as well. Most, if not all, of this

infrastructure support should contribute to increasing their research produc-

tivity.

Does faculty teaching load with graduate students influence research

productivity? The NRC data set permitted us to construct a measure for the

ratio of graduate students to faculty and to examine whether such a high ratio

might reduce average research productivity. One likely scenario resulting from

a high ratio is that faculty members may have less time to do research since

they might be required to teach more courses or advise more students. On the

other hand, an alternative possible scenario resulting from a high ratio is that

faculty and students can collaborate in projects and conduct joint research and

subsequently publish their results. Large numbers of graduate students also

might contribute to a richer mix of scholarship that might result from laborato-

ries, seminars, and thesis projects. This may be particularly important in the

science- and engineering-related fields as was noted by Lodahl and Gordon
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(1972), wherein they found that high paradigm fields such as engineering and

physical sciences do in fact use graduate students more effectively in both their

teaching and research activities.

In our analysis of departmental research productivity, we found that a high

ratio of graduate students to faculty is statistically and positively associated

with departmental research productivity in the pooled model as well as in engi-

neering and the physical sciences. Somewhat surprisingly, in the social and

behavioral sciences we found that there was a significantly negative association

between the ratio of graduate students to faculty and departmental research

productivity. This latter effect undoubtedly results from workload effects and

the prospective problems of communication for low-paradigm fields such as the

social sciences (Lodahl and Gordon, 1972). It also indicates the differential

effects that occur across the differing fields and clusters of departmental areas.

What is the effect of employing graduate students as research assistants?

Across all of our models we found that the percentage of graduate students who

held research assistantships was also positively associated with departmental

research productivity. The estimated coefficients all had positive signs and were

statistically significant in the pooled as well as in the engineering and physical

sciences models.

It is important to note that we also ran all of the five models identified in

Table 3 with research citations per average faculty member as the dependent

variable in place of journal publications.  In no case did any of our results

change in either direction of signs or in significance of coefficients. The only

material change was in the lower R2
 and degrees of significance found with the

citations per faculty. In short, journal publication proved to be a better fit for

our models and for our questions.

Limitations

The findings of this study provide some insight on research productivity  in

American higher education. Yet there are several caveats that need to be borne

in mind in interpreting the results. First, it must be remembered that produc-

tivity in higher education is a multidimensional concept. While research pro-

duction is an important dimension of productivity, it is only one of several

major outputs (e.g., research along with teaching, public service, and outreach)

in most research universities and some of these other outputs might have higher

social or political priorities at times. An increase in the teaching load of a

department, for example, is likely to lead to reduced research performance due

to time constraints.

Second, even though research often appears to be the easiest of higher educa-

tion’ s output to measure, there are still some serious difficulties in measuring

research performance. Evaluating research performance is an inexact science
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since there is no precise measure of research output. There are multiple forms

of research outputs such as journal articles, books, book chapters, monographs,

unpublished conference presentations, and even computer software. This study

was only able to use Institute of Scientific Information [ISI] journal articles as

its main measure of research output since data related to the other forms were

not readily available. Olson (1994) has noted, for example, that the faculty in a

particular university can often appear more productive than faculty in another

institution when only one product is analyzed, and this perceived result may be

misleading due to the existence of an alternative form or measure of research

productivity. The significance of article publication rates should not be exagger-

ated.

It also must be clearly acknowledged that the current study used only journal

article counts that were obtained from the Science Citation Index and the Social

Science Citation Index as its measure of output and articles. This source of data

may have resulted in several biases. There are several problems relating to the

use of publication and citation counts from these types of indexes (see Johnes,

1988b). It is important to note that journal articles not covered by those indexes

were not included. Furthermore, no control was made for quality since no mea-

sure was available for such purposes. The ISI maintains a computer file consist-

ing of bibliographic records of papers in the two citation indexes. From 1988

through 1992, the ISI matched its citation counts with institutional  faculty lists

from 1992 that were provided by the National Research Council. Thus, if fac-

ulty members moved during the 5-year period, they would only be counted in

the receiving department and then only with citations from their tenure within

the receiving department. This would not be a problem if faculty rarely changed

departments, but academics in research departments are a mobile group in the

labor force. Three types of departments are disadvantaged by these data-gather-

ing procedures: those that experienced greater than average emigration; those

that experienced greater than average immigration; and those that hired more

new Ph.D.s than average because they would be adding to their staff with larger

numbers of faculty with limited productivity. On the other hand, those depart-

ments that would benefit in articles per faculty ratio comparisons most likely

would be in distinguished institutions with older professors (large proportions

of full professors, who are less likely to move). It is clear that this prospective

bias needs further examination. Nevertheless, although the use of journal pub-

lications as the sole indicator of departmental research productivity  can be crit-

icized, such a measure for publication is an important avenue for disseminating

research results and this measure has strong acceptance across most academic

peer groups. Such measures are also used for academic appointments, promo-

tions, and other rewards.

Third, the data available for this study limit the development of a more com-

prehensive research productivity model. Cross-sectional data and designs often
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provide misleading results when compared with the employment of a more

appropriate longitudinal design (Long, 1978). Moreover, there are several other

measures related to individual faculty and departmental and institutional attri-

butes that are likely to have an influence on and contribute to the research

performance of departmental programs. Not only does some suggestive past

literature and our own intuition suggest that the intelligence, aptitude, experi-

ence, and enthusiasm of the academic staff themselves should have some influ-

ence on research productivity but such reliable attributes are very difficult to

measure and are missing from the current study. Moreover, the leadership of a

department and its organizational and administrative effectiveness cannot be

easily quantified and measured. Differences in productivity  levels may reflect,

for example, variations in teaching loads and the availability of other resources

for research.

Finally, there also is evidence of the existence of economies of scope in

higher education that result from the joint production of research and instruc-

tional activities, especially with regard to graduate education in research univer-

sities. Any analysis of research productivity  without considering the additional

effects of research production on teaching and learning is likely to underesti-

mate the full effect of such research activity. The results of this study, along

with all other similar work, need to be viewed with an appropriate amount of

caution due to these limitations.

DISCUSSION AND POLICY RECOMMENDATIONS

In this paper we examined recent data from the NRC study on American

doctorate-level research programs in order to investigate the relationships be-

tween departmental research productivity and institutional factors and policies.

The findings from this study are important for U.S. research universities for

several reasons. Most importantly, we found consistent with some previous

studies that academic research productivity  is closely associated with program

faculty size, but usually at a diminishing rate. Programs will achieve increasing

research performance as they increase the number of their program faculty, but

at a certain level the marginal product of an additional faculty member will

begin to decline. Previous studies noted that departmental faculty size affects

research productivity  to some extent as a result of critical mass. In order to

have a highly productive research program, academic departments also need to

have a significant number of faculty. This effect suggests that faculty size may

have an influence on individual productivity resulting from enhanced oppor-

tunity for collaboration and reinforcement. Programs attempting to increase

their research productivity (and thereby their reputation) should examine the

marginal product of an additional faculty in their determination of an optimum

program size.
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The study was also useful in identifying other factors affecting research pro-

ductivity. We found, not surprisingly, that departments located in private univer-

sities generally have higher research productivity. Public research universities

need to identify those factors affecting this differential in their research produc-

tivity, especially those inhibiting productivity  factors in public research univer-

sities. Attention needs to be given in the public institutions to removing these

inhibiting factors and enhancing favorable policies. We also uncovered under-

standings that having more full professors and larger percentages of departmen-

tal faculty working on research, and having more ª starº  faculty, all contribute in

material ways to enhancing departmental research productivity. Policies that

hire more senior and ª starº  faculty and policies that induce more existing fac-

ulty to contribute to research will undoubtedly contribute to enhanced depart-

mental productivity and subsequent reputations. Departmental and institutional

policies that (1) induce faculty to solicit more grants and contracts outside of

the university, (2) target institutional  resources on research production such as

library resources, technology, and graduate student research support, and (3)

recruit a critical mass of graduate students will all enhance research produc-

tivity.

Additional studies are needed that examine the multiproduct nature of higher

education and the interactive effects that result from the research, outreach, and

teaching activities that frequently take place within many of our top research

universities. Such information would be particularly helpful in our understand-

ing of how different dimensions of output structures and productivity  change

with respect to different sets of inputs. A particularly useful attempt would be

the identification of a full set of outputs and inputs in a relatively homogeneous

set of academic departments to better understand productivity in these depart-

ments. Unfortunately, the departmental data sets in the NRC data were too

small to permit this type of study.

Productivity  in American higher education, despite many attempts to talk

about it and a few attempts to measure it, is still a relatively uninvestigated

area. Little is known about the factors affecting research productivity, partic-

ularly with respect to its interactive effects with teaching and learning. What,

for example, is the likely contribution of graduate students to research produc-

tivity? Research productivity  in particular needs a more comprehensive ap-

proach to identify factors affecting not only individual faculty but a depart-

ment’ s productivity  as a whole. How individual factors and departmental

factors interact to result in a productive research environment is still not well

understood. Studies examining, for example, the relationships between aging

and research productivity  are weak and in need of further investigation (Clark

and Lewis, 1985). This latter question is particularly important given the ex-

pected graying effect of American higher education over the next decade. In

short, future studies examining research productivity in our research univer-
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sities must include better measures for specific individual, departmental, and

institutional factors as they examine policy remedies for enhanced effective-

ness.
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